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Abstract

The aim of this article is to present a new algorithm based on minimum spanning trees. Minimum Spanning Trees have long been used in data mining, pattern recognition and machine learning. However, it is difficult to apply traditional minimum spanning tree algorithms to a large dataset since the time complexity of the algorithms is quadratic. The given algorithm is designed to reduce this difficulty. This application has reduced the cost.
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1. INTRODUCTION

A minimum spanning tree (MST) is a spanning tree of an undirected and weighted graph such that the sum of the weights is minimized. Numerous applications have been published on the MST based on a undirected graph (Prim 1957, Kruskal 1956). As the intrinsic structure of a dataset can be roughly estimated, the MST has been broadly applied in image segmentation, cluster analysis, classification, manifold learning, density estimation, diversity estimation, and some applications of the variant problems in the area.

The MST problem, is mostly regarded as a cornerstone of Combinatorial Optimization. In the 1950s, it is commonly known that Kruskal (1956) and Prim (1957) for the first time produced algorithms on a spanning tree of a minimum length in a weighted connected graph. However, the earliest algorithms on the topic were presented by Boruvka (1926).

Trees and spanning trees represent a very fundamental and important graph structure for combinatorial optimization. Spanning trees serve as building blocks when designing telecommunications and electric power networks. Definitions of tree and spanning tree are as follows:

Given a general connected undirected graph $G = (V, E)$, a set tree in $G$ is connected subgraph $T = (V', E')$ containing no cycles. If $V' = V$ then $T$ is a spanning tree for the graph $G$.

Due to the definitions, trees are made of one piece of line/graph and if the tree has the same number of vertices, then the one pieced has the minimum number of edges.

We can give the MST problem as follows:

Given a finite set $V$ and real weight function $\omega$ on pairs of elements of $V$, find a tree $(V, T)$ of minimal weight

$$\omega(T) = \sum_{\{x, y\} \in T} \omega(x, y)$$

Example 1.1. (Nesetril et.al. 2001) Let $V$ be a subspace of a metric space and weighted function be a distance function. Then, a solution $T$ presents the shortest network connecting all points of $V$.

Example 1.2. In the Figure 1, the set $V/(G) = \{1, 2, 3, 4\}$ denotes the set of points. Then, $E(G) = \{(1, 2), (1, 3), (2, 4)\}$ becomes the set of edges.
Another formulation can be given as follows:

Given a undirected graph \( G = (V, E) \) with real weights assigned to its edges. Find a spanning tree \( (V, T) \) of \( G, T \subseteq E \) with the minimal weight \( \omega(T) \).

The MST problem has been solved in 1926 by Boruvka (1926a, 1926b). Boruvka (1926b) has defined this problem as follows:

In the space, we consider \( n \) points. The mutual distances between these \( n \) points are assumed to be different. The problem is to join them through the net in such a way that;

\[ i. \text{Any two points are joined to each other either directly or by means of some other points}, \]

\[ ii. \text{The total length of the net would be the smallest}. \]

The Boruvka's algorithm begins by first examining each vertex and adding the cheapest edge from that vertex to another in the graph, without regard to already added edges, and continues joining these groupings in a like manner until a tree spanning all vertices is completed.

Boruvka's algorithm can be given as follows:

\[ \text{Input: A connected graph } G \text{ whose edges have distinct weights} \]
\[ \text{Initialize a forest } T \text{ to be a set of one-vertex trees, one for each vertex of the graph.} \]
\[ \text{While } T \text{ has more than one component:} \]
\[ \text{For each component } C \text{ of } T:\]
\[ \text{Begin with an empty set of edges } S \]
\[ \text{For each vertex } v \text{ in } C:\]
\[ \text{Find the cheapest edge from } v \text{ to a vertex outside of } C, \text{ and add it to } S \]
\[ \text{Add the cheapest edge in } S \text{ to } T \]
Combine trees connected by edges to form bigger components
Output: T is the minimum spanning tree of G.

Then, similar algorithms have been constructed by many mathematicians. One of the most typical examples of these algorithms is the Prim's algorithm (Prim, 1957). Firstly, it arbitrarily selects a vertex as a tree, and then repeatedly adds the shortest edge that connects a new vertex to the tree, until all the vertices are included.

In Figure 2, a graph and its MST structure can be seen.

![Figure 2. The purpose of this work is to develop a new algorithm for MST. The new algorithm is implemented on an expanding network of computers.](image)

2. ALGORITHMS

There are various algorithms developed to find the MST of a graph. It is well known that a graph can have more than one MST. One of the best known of these is the Prim algorithm.

It starts with an empty spanning tree. The idea is to maintain two sets of vertices. The first set contains the vertices already included in the MST, the other set contains the vertices not yet included. At every step, it considers all the edges that connect the two sets, and picks the minimum weight edge from these edges. After picking the edge, it moves the other endpoint of the edge to the set containing MST.

The idea behind Prim’s algorithm is simple, a spanning tree means all vertices must be connected. So the two disjoint subsets (discussed above) of vertices must be connected to make a Spanning Tree.
Algorithm 1 (Prim’s Algorithm):

let T be a single vertex x
while (T has fewer than n vertices)
{
    find the smallest edge connecting T to G-T
    add it to T
}

or it can be given as follows:

Step 1. First begin with any vertex in the graph.

Step 2. Of all of the edges incident to this vertex, select the edge with the smallest weight.

Step 3. Repeat step 2 using the edges incident with the new vertex and that aren’t already drawn.

Step 4. Repeat until a spanning tree is created.

It can also give the Prim's algorithm as follows:

The following codes are given by C++ program for Prim's Minimum Spanning Tree (MST) algorithm (http://scanftree.com/Data_Structure/prim’s-algorithm):

#include <stdio.h>
#include <conio.h>
int a,b,u,v,n,i,j,ne=1;
int visited[10]={0},min,mincost=0,cost[10][10];
void main()
{
    clrscr();
    printf("Enter the number of nodes:");
    scanf("%d",&n);
    printf("Enter the adjacency matrix:
");
    for(i=1;i<=n;i++)
        for(j=1;j<=n;j++)
        {
            scanf("%d",&cost[i][j]);
            if(cost[i][j]==0)
                cost[i][j]=999;
        }
    visited[1]=1;
    printf("n");
while(ne < n)
{
    for(i=1,min=999;i<=n;i++)
        for(j=1;j<=n;j++)
            if(cost[i][j]< min)
                if(visited[i]!=0)
                {
                    min=cost[i][j];
                    a=u=i;
                    b=v=j;
                }
        if(visited[u]==0 || visited[v]==0)
        {
            printf("n Edge %d:(%d %d) cost:%d",ne++,a,b,min);
            mincost+=min;
            visited[b]=1;
        }
    cost[a][b]=cost[b][a]=999;
}
printf("n Minimum cost=%d",mincost);
getch();

Figure 3: The output of program which is given by C++

We will find the MST that includes edges \{e_1,e_2,..., e_k\} of the graph G. Thus, we can solve this generalized minimum spanning problem by using the new algorithm as follows:

Algorithm 2:

**Step 1.** Create the MST T of a graph using the Prim's algorithm. Choose one of the edges \{e_1,e_2,..., e_k\}.

**Step 2.** If the edges \{e_1,e_2,..., e_k\} belong to T, then T is the MST. If the
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Step 3. Choose an edge from the set S and add to T. In this case, the cycle occurs in T. Choose the longest edge outside the edges \(e_1, e_2, \ldots, e_k\) in this cycle and remove the longest edge from T.

Step 4. Remove the latest edge added to T from the set S.

Step 5. Repeat from Step 3, until S is an empty set.

Theorem 2.1. Let \(G = (V(G), E(G))\) be a graph and \(\{e_1, e_2, \ldots, e_k\} \subset E(G)\). Apply Algorithm 2 to graph \(G\) according to the given edge lengths. The resulting graph is the MST containing edges \(\{e_1, e_2, \ldots, e_k\}\) of \(G\).

Proof. Firstly, when Algorithm 2 is applied, it should be shown that the resulting graph is the MST. The graph T is the MST because of the Step 1 of Algorithm 2. In the next steps of the algorithm, T is still the MST. It is well known that when an edge is added to T, the cycle is obtained. If an edge is removed, then T does not contain cycles. Then, the last graph is still the MST.

Now, it will be shown that the obtaining spanning tree at the end of the algorithm is the minimum spanning tree containing edges \(\{e_1, e_2, \ldots, e_k\}\). If the graph \(T\) does not include the given edges, then one of the non-included edges is added to \(T\) in each step. Thus, the last obtained graph will include all of the edges \(\{e_1, e_2, \ldots, e_k\}\).

Suppose that \(T'\) is the MST including the edges \(\{e_1, e_2, \ldots, e_k\}\). If \(T = T'\), then the proof is complete. Consider that \(T \neq T'\). Then, there is at least one edge in the tree \(T\) and not in the tree \(T\). Let \(e = (u, v)\) be one of these edges. Since the tree \(T\) also contains the edges \(\{e_1, e_2, \ldots, e_k\}\), the edge \(e\) cannot be one of the edges in the set \(\{e_1, e_2, \ldots, e_k\}\). Then, the edge \(e\) should be one of the edges added to the graph while applying the Prim's algorithm. If the edge \(e\) is removed from \(T\), \(T\) becomes the two-part graph. Let's denote the set of points of one of these pieces by \(X\). Therefore, the other part of the graph can be represented by \(V(G) \setminus X\) (Figure 4).
Add the edge $e=(u,v)$ to $T'$. Then, a cycle will occur in the $T'$. Because there is a path to connect the points $u$ and $v$ in the $T$. $T'$ is a one-part graph. Therefore, there is an edge that connects the points of $X$ to the points of $V(G) \setminus X$ in this cycle. Let edge $f$ be one of these edges. Since the $e$ edge is added while applying the Prim algorithm, the $e$ edge must be one of the shortest edges connecting the points of $X$ to the points of $V(G) \setminus X$. This means that the length of edge $e$ is smaller than the length of edge $f$ or equal. Let edge $e$ be a smaller than edge $f$ and add edge $e$ to the tree $T'$. In this case, the cycle is obtained. Let get tree $T''$ by removed the edge $f$ from this cycle. Then, tree $T''$ becomes shorter than tree $T'$. This is a contradiction, since tree $T'$ is the MST containing edges $\{e_1, e_2, \ldots, e_k\}$. Thus, the length of edge $f$ must be equal to the length of edge $e$. So tree $T''$ becomes the same length as tree $T'$.

The edges in the tree $T$ (but not in $T'$) can be added to the tree $T'$ without changing its weight. At the end of the process, tree $T'$ becomes tree $T$. So the length of $T'$ equals the length of $T$. It can be seen that tree $T$ is the MST containing edges $\{e_1, e_2, \ldots, e_k\}$.

**3. AN APPLICATION**

In this section, we will apply this algorithm to the graph shown in Figure 5 to see how the new algorithm works.
Consider the edges \{(1,7), (4,6), (5,4), (6,7)\}. It is requested to find an MST containing these edges. According to the weights MST should also contain edges (7,3) and (5,2). However, the MST is still unique (Figure 6).

Denote the tree \(T\) in Figure 6. Apply Algorithm 2 to tree \(T\). Because of the first step of Algorithm 2, the Prim algorithm is applied to Figure 5 and an MST is found. Primarily, the tree \(T = (V(T), E(T))\) is generated, where \(V(T) = \{1\}\) and \(E(T) = \{\}\). A random point is selected from the graph \(G\). Assume that the point 1 is selected. Add point 1 to the tree \(T\). Therefore, \(V(T) = \{1\}\) and \(E(T) = \{\}\).

In the first step, the edges connecting point 1 to other points of graph \(G\) are investigated and the shortest of these points is selected. The shortest edge is (1,7), since its length is 2 units. The edge (1,7) and the point 7 are added to the tree \(T\). Then, \(V(T) = \{1, 7\}\) and \(E(T) = \{(1,7)\}\) (see Figure 7).
In the second step, the edges connecting points of the set \{1,7\} to other points of the graph \(G\) are examined and the shortest of these points is selected. The edges are \{(1,2), (7,3), (7,5), (7,6)\}. The shortest edge is (7,3). The edge (7,3) and the point 3 are added to the tree \(T\). Then, \(V(T) = \{1,7,3\} \), \(E(T) = \{(1,7), (7,3)\}\) (see Figure 8).

For the third step, the edges connecting points of the set \{1,7,3\} to other points of the graph \(G\) are examined and the shortest of these points is selected. The edges are \{(1,2), (3,2), (3,4), (3,5), (7,5), (7,6)\}. The shortest edges are (3,5), (7,5), (7,6). Choose the edge (7,6). The edge (7,6) and the point 6 are added to the tree \(T\). Then, \(V(T) = \{1,7,3,6\} \), \(E(T) = \{(1,7), (7,3), (7,6)\}\) (see Figure 9).
In the fourth step, the edges connecting points of the set \{1, 7, 3, 6\} to other points of the graph \(G\) are examined and the shortest of these points is selected. The edges are \{(1,2), (3,2), (3,4), (3,5), (6,4), (6,5), (7,5)\}. The shortest edge is (6,4). The edge (6,4) and the point 4 are added to the tree \(T\). Then \(V(T) = \{1, 73, 6, 4\}\), (see \(E(T) = \{1, 7, (7, 3), (7, 6), (6, 4)\}\) Figure 10).

In the fifth step, the edges connecting points of the set \{1, 7, 3, 6, 4\} to other points of the graph \(G\) are examined and the shortest of these points is selected. The edges are \{(1,2), (3,2), (3,4), (3,5), (4,5), (6,5), (7,5)\}. The shortest edges are (3,5), (7,5). Choose the edge (7,5). The edge (7,5) and the point 5 are added to the tree \(T\). Then, \(V(T) = \{1, 7, 3, 6, 4, 5\}\; \; ; \; \; E(T) = \{(1, 7), (7, 3), (7, 6), (6, 4), (7, 5)\}\) (Figure 11).
Figure 11.

For the step 6, the edges connecting points of the set \{1,7,3,6,4,5\} to other points of the graph \(G\) are examined and the shortest of these points is selected. These are \{(1,2), (3,2), (3,4), (3,5), (4,5), (5,2), (6,5)\}. The shortest edge is (5,2). The edge (5,2) and the point 2 are added to the tree \(T\). Then, \(V(T) = \{1,7,3,6,4,5,2\}\) and \(E(T) = \{(1,7),(7,3),(7,6),(6,4),(7,5),(5,2)\}\) (see Figure 12).

Figure 12.

At this point in the process, the points number of \(T\) equal to the points number of \(G\). Thus, the Prim's algorithm will end up. Obtained graph at the end of the process is an MST of \(G\).

Let's start with the second step of the algorithm. It is checked whether the tree \(T\) contains edges \{(1,7), (4,6), (5,4), (6,7)\}. The edge (5,4) is not found in the tree \(T\). Then, \(S=\{5,4\}\). According to the third step of the algorithm, an edge is selected from the set \(S\). This is the edge (5,4). The edge (5,4) is added to the tree \(T\) (Figure 13). In this case, the points 4, 5, 7 and 6 generate a cycle. In this cycle, find the
longest edge except for the edges $\{(1,7), (4,6), (5,4), (6,7)\}$. This is the edge $(5,7)$, since its length is 3 units. The edge $(5,7)$ is deleted from tree $T$.

![Figure 13.](image)

In the last step of the algorithm, the edge $(5,4)$ is removed from the set $S$. The set $S$ becomes an empty set and the algorithm ends (Figure 14).

![Figure 14.](image)

4. CONCLUSION

In this work, a minimum spanning tree is studied and a new algorithm is given. The new algorithm uses the Prim algorithm as the first step. The given algorithm is applied on a sample. The MST has been generated for a company's computer systems. The MST generated by the new algorithm has a significant contribution to reducing the cost.

In this problem, the MST can be easily found because the number of points and edges are small. It is obvious that it will be difficult to find the MST when the number of points and edges increases. The new algorithm will solve the problem easily and quickly even if the number of points and edges increases.
REFERENCES


